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PISCES MP - Adaptation of a Dusty Deck for Multiprocessing

Briice P. Herndon, Arthur Raefsky, and Ronald J.G. Goossens
Integrated Circuits Laboratory, Stanford Uhiversity, Stanford, CA 94305

L INTRODUCTION

Scalable multiprocessors offer high performance with
relatively Jow cost Unfortumately, the programming model
required 1o take advantage of these architectures is a radical
departure from traditional paradigms. Most users are unwilling
to discard the knowledge and expertise captured by existing
dusty-deck programs in exchange for & faster yet unproved and
unfamiliar parallel code. To explore the potential for providing
vastly improved dusty-deck performauice while preserving the
knowledge implicit in the progrum, we have parallelized the
device simulator PISCES [1] on an Intel iPSC/860™ hyper-
cube.

Section II gives a brief overview of PISCES. Section III
describes the methods used to transform PISCES into a parallel
code. A demonstration of the computational power of the new
parallel device solver is presented in Section IV. Improvements
to the Linear solver are discussed in Section V. Finally, conclu-
sions are given in Section VL.

II. Overview of PISCES

PISCES is a two-dimensional device simulator consist-
ing of approximately 40,000 lines of FORTRAN-77. Code
development has been ongoing throughout the last ten years,
involving several generstions of graduate students and research-
ers. Although the program structure is rather inelegant, great
care has been taken to validate the code as well as t0 improve
and calibrate the physical models. It solves Poisson's equation
and the continuity equations below:

V(eVW¥)=~q(p-n+N;-N;)-p,

The equations are discretized using irregular triangular
grid and are solved using cither Newton or Gummel nonlinear
schemes. A large number of physical models are supported.
The sparse systems of linear equations arising from these meth-
ods are solved using an optimized sparse direct solver as
described in {2]. Figure 1 shows the major code components.
Lucas observed in (3] that for even small simulation grids,
PISCES spends between 77% and 96% of its runtime solving
the coupled nonlinear device equations. The nonlinear solver

PISCES User
intertace

Physical Mode! Evaluation

Matrix Formation &
Assembly

Linear Solver

Figure 1
Major sloments in PISCES

repeatedly forms element matrices, assembles & global matrix,
solves the resulting sparse system, and updates the nonlinear
solution. Recent experience shows nonlinear solution times
grow to be more than 99% of the runtime for moderate to large
grid sizes. The remaining fraction of time is spent in the user
interface (UT) parsing user input, performing I/O, and generat-
ing grid.

ML Parallelization of PISCES

Typical PISCES simulations require several hours on
moderate grid sizes and days on large grids. Clearly, significant
performance gains would be welcomed by users. Restructuring
the nonlinear solver and all of its requisite routines to run in
paralle] would breathe new life into the simulator. However, the
Ul is inherently serial and must be treated differently. In order
10 accommodate this dichotomy, we split the code into two pro-
grams. Figure 2 shows the structure of PISCES MP. The bulk
of PISCES MP nuns on the hypercube including all code for
nonlinear solution, model evaluation, matrix formation, matrix
assembly, and linear solution. Although we left the majority of
PISCES code untouched, many changes were necessary. For-
tunately, changes rarely pervaded the entire code. For instance.
we were forced to add data structures to map each processor's
local domain into the global simulation grid and to determine
each processor's responsibility for shared portions in each
domain. We were also forced to modify those physical models
and assembly routines that relied on non-local inforrmation. For
example, all grid points attached to an electrode must be givena
consistent potential value. If these grid points are distributed
across multiple processors, the processors must communicate to
determine the proper value. Finally, we replaced the linear
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direct method, each processor directly eliminates all local equa-
tions and updates a dense block corresponding to the shared
equations. Rather than-solve the dense shared block directly,
we use the preconditioned generalized minimal residual
{(GMRES) algorithm [5]. GMRES requires less global data traf-
fic than a direct method. Table 2 compares the linear solution
times on the 9200 grid point example described earlicr. The
solution times for a single linear solution are given. This simu-
lation required in excess of 120 linear solutions. Not surpris-
ingly, the fully direct method is faster for a small number of
processors due to the large amount of local computation cou-
pled with the small amount of necessary data transfer. As
expected, for larger numbers of processors the hybrid method
outperforms the fully direct method by reducing the amount of
shared data transfer. This allows for the exploitation of greater
concurrency and results in faster overall sclution times.

Hybrid § Direct
Computational Unit | Time (s) § Time (s)
iPSC/860 4 CPU 11.023 9.604
PSC/860 8 CPU 6.821 5.618
iPSC/860 16 CPU 3.942 4819
iPSC/860 32 CPU 3.768 6.951

Table 2
Comparison of linear solution times on
9200 grid point excrmple
VL Conclusions

In this paper, we have described the parallelization of
PISCES. We have retained the valuable expertise captured in
the long-term development of the program. Our initial results
show significant performance gains. In fact, the program not
only runs existing simulations faster but also provides the capa-
bility of solving vastly larger problems than originally feasi-
ble. We have also addressed the communication bottleneck
created by the direct solver when using large numbers of pro-
cessors. We have implemented a hybrid solver that produces
greater paralie! efficiency in these cases.
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